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The problem of the
origin and evolution of life represents one of the great challenges of
contemporary science. In fact, it proves to be a scientific problem of
tremendous complexity, which evokes numerous questions depending on the
perspective that we adopt. For this reason we cannot expect to find a single
answer to this fundamental problem. Instead, the solution may be to constitute
a mosaic of quite different answers that some day may fit together into a
coherent picture of the many-sided world of biological complexity.


Any investigation
of the origin of life has to start from a basic classification of the facets of
the problem. One has to distinguish between the origin of life as a historical
event, with all its contingent characteristics, and the origin of life as a
physical event, governed by natural laws. The first aspect deals essentially
with the historical constraints under which evolution took place on the
primordial earth. The second aspect is concerned exclusively with the general
principles and the regular properties that are associated with the transition
from nonliving to living matter. The physical aspect leaves open the question
of which historical path life actually has taken during the early phase of
evolution.


However, even if
we choose to limit the problem of the origin of life to its physical roots, a
variety of quite different questions can still be raised. First, we may ask how
a material basis of living systems can originate. This question leads
ultimately to the problem of the origin of biological macromolecules such as
nucleic acids and proteins. Second, we may ask how macromolecules can organize
themselves into complex hyperstructures similar to the living cell. Third, we
may ask how such hyperstructures can differentiate and evolve to greater
complexity.


These questions
are obviously linked to different phases of the origin and evolution of life.
The most primitive phase seems to be chemical evolution, which goes
over into a phase of molecular self-organization and ends in biological
evolution. All three phases together can be considered a gigantic process of
material evolution that governs the origin of life. Since the transition from
nonliving to living matter is assumed to be a quasi-continuous one, the three
phases of evolution cannot be separated from each other in a strict sense.
Thus, the above classification serves only to emphasize the fact that there are
at least three levels of increasing complexity in evolution.


Despite the fact
that there are important aspects of the problem of evolution still waiting for
a solution, there is no limitation in principle of our understanding of the
origin of life. The known laws of physics and chemistry seem to be sufficient
to explain the origin of life as a regular event that takes place of necessity
as soon as certain conditions are fulfilled. Physical considerations have led
to the development of concepts that imply plausible mechanisms potentially
involved in the first steps toward life. Actually, we have more physical models
explaining the origin of life than we need, because experimental access limps
behind theoretical progress and an experimental testing of all these highly
sophisticated concepts is not possible at the moment.


Thus, the present
state of our understanding of the origin of life is characterized by a controversial
and still undecided debate about a wide variety of physical concepts rather
than by a conceptual deficiency or an unbridgeable gap between physics and
biology.


Structural and Functional Complexity


The most
significant property of living matter is its extreme complexity, which has two
basic aspects: one is structural, the other functional. The structural
complexity can be seen directly in the tremendous complexity of biological
macromolecules as made "visible" in the three-dimensional structure
of those molecules. The functional complexity of living matter is a consequence
of the specific organization of biological macromolecules, which is manifest at
two levels. Biological macro-molecules are long-chain molecules built up from
only a few basic kinds of monomers. Thus, any macromolecule is characterized by
its specific organization, i.e., by the unique pattern of its monomers.
Conversely, the detailed sequence pattern determines the function of a
macromolecule. Most of the functional properties of a living being are encoded
in such patterns. The catalytically active proteins are the best examples of
this kind of functional organization.


The integration of
biological macromolecules to give complex aggregates constitutes the second
level of molecular organization. At this level, certain self-reproductive and
self-sustaining hyperstructures may arise, which could be considered possible
precursors of the living cell.


Structural and functional
complexity cannot be separated from each other, although functional complexity
goes beyond structural complexity. For example, biological macromolecules of
the same structural complexity as measured by their chain length can show
dramatic differences in their functional capacity. In fact, as far as we know
only a tiny fraction of all possible sequences of a macromolecule of given
length possesses some functional property such as catalytic activity. The
question of how some biologically relevant sequences become selected out of a
tremendous number of physically equivalent structures is the well-known
statistical problem of the origin of life.


The degree of
functional organization is a criterion for the evolutionary stage that a system
has reached. But how can we express the idea of functional organization in
physical and chemical terms? Certainly, reaction rates or turnover numbers are
suitable measures for the efficiency of a catalyst. But such measures,
expressed by some number, are inadequate to characterize the kind of function
that is associated with this catalyst. They do not allow us to draw any
conclusions about the functional organization of living matter, just as a list
of telephone numbers fails to tell us anything about life in a town.


We encounter a
similar problem if we try to describe the function of a machine exclusively by
physical and chemical terms. Again, the efficiency of a machine can be
calculated precisely. But this does not tell us anything about its functional
properties. The mere knowledge of the efficiency of a machine does not enable
us to find out whether this machine is a steam engine or a motor car. Even if
we had a complete description of the material properties of a machine,
including the list of its components, driving forces, and energy supplies, it
would not suffice to specify the machine's function. Rather, we would have to
know the detailed arrangement of the components, i.e., the blueprint of the
machine, to describe its function fully.


We can express
this fact in another way by saying that the organization of a machine is
characterized by a specific set of boundaries between the material parts of the
system. In their specific form, the boundaries are constraints by which the
physical laws are "compelled" to serve a specific purpose for which
the machine has been designed. Expressed in an abstract manner: the boundaries
act as a selection condition that narrows down the range of all possible
physical processes to those that do actually go on in the system. Thus, boundaries
play a key part in the understanding of functional complexity.[1]


Complex Boundaries


The idea of
boundaries is borrowed from physics in which the boundaries denote the
constraints of the system, such as the walls of a gas container or the movement
of a bead on a wire. Moreover, in traditional physics the boundaries are
considered to be contingent; that is, they are neither random nor determined by
laws. They can be structured as they are, but they also can have some other
structure. For example, if we change the walls of a gas container within
reasonable limits, this will not have any serious influence on the existence
and the characteristic features of the system itself.


In contrast to the
boundaries of a simple system, the boundaries of a functional system such as a
machine are exceptional because they are noncontingent properties of the
system. This means that such systems depend critically on their boundaries and
that even a marginal change in the boundaries may lead to the collapse of the
system's functional properties. However, in the case of machines we normally do
not speak of boundaries. Instead we use the term blueprint. A machine's
blueprint is said to encode the information for its construction and thereby
its function. Thus the terms "noncontingent boundaries" and
"information" are equivalent terms in denoting the functional
organization of a machine.


The general
importance of the concept of boundaries becomes clear if we transfer the
machine metaphor to the living organism. Obviously, the organism consists of a
hierarchy of boundaries at all levels of complexity. At the phenotypic level,
the boundaries are given by the interfaces between the whole and its parts, a
relationship for which the machine's construction may be a good illustration.
At the geno-typic level, these boundaries are encoded in the detailed order of
the monomers of an information-carrying nucleic acid molecule. In fact, the
nucleic acid itself represents a boundary, i.e., a constraint under which the
natural laws operate, and this constraint reduces the huge number of possible
physical processes to the number of those that actually take place in the
living system.


Michael Polanyi
was the first to emphasize the importance of the concept of boundaries, which
he claimed to be an irreducible property of living matter.[2]
His main argument was that the boundaries encode the blueprint of the living
organism and that this does not follow from natural laws, just as little as the
blueprint of a machine follows from physics.


Polanyi's reasons
for denying the possibility of a complete physical understanding of living
systems cannot be refuted easily. Indeed, the concepts of function,
purposiveness, and information do not seem to lie within the conceptual
framework of physics. In traditional physics this is illustrated by the fact
that the boundary conditions — like the walls of a gas container — are
considered as contingent constraints to the system that themselves do not follow
from physical principles.


Today, the
traditional physical approach to biological systems has changed, and Polanyi's
view is no longer tenable. Modern concepts of self-organization do attempt to
explain the origin of specific boundaries from unspecific physical conditions.
Within this framework, the evolution of specific boundaries is thought to start
from some contingent initial state. By a dynamic feedback involving some
internal mechanism of evaluation, the initial state modifies itself step by
step until it gains the specificity and refinement that we associate with
well-adapted living systems.


Thus, the genesis
of a living being is reflected in the evolution of its boundaries. Since the
complex hierarchy of boundaries is encoded in the genome, the genome and its
information content represent the primary boundary of any organism. Finally,
the problem of the origin of specific boundaries turns out to be equivalent to
the problem of the origin of genetic information.


Information and the Origin of Life


It seems clear
that the central aspects of living matter, such as organization, functionality,
and purposiveness, can only be adequately approached within the framework of
information science. Consequently, information science has become a powerful
instrument in understanding life and its evolutionary origin.[3]


If we adopt the
information-theoretical viewpoint, the problem of the origin of life has two
fundamental aspects. One aspect concerns the syntactic level of information and
the selection of potential information carriers (DNA or RNA structures) with
defined patterns (nucleotide sequences) out of a virtually unlimited number of
physical alternatives. The other aspect concerns the semantic level of
information and the assignment of function to a specific pattern.


Again the dual
classification of the problem is somewhat artificial and is justified only by
virtue of its aiding transparency. In a strict sense, these two levels of
information cannot be separated, although the semantic aspect goes beyond the
syntactic one. This is the information-theoretical version of the relationship
between structural and functional complexity.


The syntactic
aspect of the origin of genetic information ultimately is a statistical
problem. For example, the smallest proteins in living organisms that are known
to possess biological function are built up at least of one hundred monomers.
Even such small molecules have as many as 10130 sequence
alternatives. Thus, even for simple biomolecules, the information space
possesses tremendous dimensions.


There are good
reasons to assume that only a tiny fraction of all sequence alternatives of a
biopolymer carry some biologically significant function. Since under
equilibrium conditions all sequences of a given length have (nearly) the same
expectation probability, the realization of a prespecified pattern by pure
chance is practically zero. The argument of vanishingly small probability for
the random origin of genetic information also applies to the random origin of a
cellular machinery.[4]


For a long time
the statistical problem of the origin of life seemed to be an unsolvable riddle
that indicated the existence of a creator or at least of some cosmic plan.
However, some years ago the statistical problem proved to be solvable within
the framework of the physics of self-organization. Manfred Eigen was able to
demonstrate that under certain physical conditions a selective
self-organization of biological macromolecules occurs by which the range of all
possible macromolecules is narrowed down to those whose information content is
adapted to the prevailing surrounding conditions.[5]


Eigen's theory
deals with the general principles of selection and evolution at the molecular
level. It integrates a number of concepts such as those of information space,
value gradient, quasi-species, and hypercycles. A coherent presentation of this
theory can be found elsewhere.[6]
The explanation of the origin of genetic information given by this theory is an
explanation a posteriori; given a certain sequence pattern that carries
meaningful information, the theory explains how such a sequence could become
selected out of a huge number of physical alternatives. However, the theory
does not make any predictions about the detailed sequence pattern that will
evolve. At best some very general statements are possible concerning the
symmetry of the pattern, etc.


The limitations
result from the fact that there are no physical rules or laws that allow a
detailed prediction of the sequence pattern. On the contrary, the sequence
pattern of a biologically meaningful piece of information seems to be random in
the sense that such a pattern apparently fails to reveal any regularity. In
fact, the aperiodicity of syntactic structure seems to be a necessary (not
sufficient) prerequisite for an information carrier to encode meaningful
information. Consequently, the theory of selective self-organization of matter
provides only an explanation for the origin of semantic information as such,
without saying anything about the actual information content embedded in these
structures.


Of course, the
actual information content is the result of the historical pathway that
evolution has taken. Therefore, any physical explanation will run into
limitations at this point. Nevertheless, the semantic details determine the
functional complexity of the living organism, and the increase of this
complexity in the course of evolution is a central problem that still requires
a rigorous theoretical foundation.


How Should the Semantic Aspect of Information
Be Approached?


Within the
framework of the Darwinian concept of evolution, the increase of complexity is
explained by means of plausibility arguments. For example, it seems to be
plausible that systems of high complexity are better adapted to a complex
environment than systems of low complexity, and for this reason the functional
complexity of the organism gradually increases in evolution. This argument has
been designed to close the theoretical gap mentioned above. Yet it has to
presuppose the existence of a complex environment if it is not to lead to an
impasse. Only within the framework of a given environmental complexity does the
evolutionary origin of functional complexity become plausible.


If we translate the
Darwinian mode of explanation into the language of information theory, then we
have to replace the relationship between the evolving system and its
environment with that of a sender and a receiver (or vice versa). According to
the information-theoretical view, Darwinian evolution can be understood as a
reciprocal interaction between sender and receiver, whereby the environment
represents an external source of information that evaluates selectively the
information accumulating in the genome. Thus, the evolving information carrier
derives its information by selective interaction from the external source of
information. This kind of information exchange between the genome and its
environment finally leads to the origin of semantic information, i.e. purposive
function.


The
information-theoretical view of Darwinian evolution brings us back to the basic
principle of context-dependence of information.[7]
It can be formulated by two theses: information is never absolute but only
relative; any information can only have a meaning with respect to some other
information. The principle of context-dependence immediately leads to the
following questions: How much information is necessary in order to understand
some other information? How complex must the context of understanding be?


Clearly, a
rigorous analysis of these questions requires a theory of semantic information,
which seems to be an extraordinarily difficult task. The term
"semantics" refers to the meaning of information. But the meaning of
information always depends on the context of understanding between sender and
receiver. In fact, the meaning is determined by the interpretation of the
information through the receiver.


Obviously, any
interpretation involves the historical and singular properties of the interaction
between sender and receiver. Thus, the meaning of information is always coupled
to some aspect of mutual understanding between sender and receiver that is
unique. However, the natural sciences deal with events that can be described by
general rules or laws. But how can we expect to have a general rule or law for
specifying something that is unique?


There is only one
way out of this dilemma: we have to approach the unique from a network of
general perspectives. Any general aspect yields an incomplete picture of the
object under investigation. This is an unavoidable consequence of the
methodological approach of abstraction. But by the superposition of more and
more general aspects, the object finally regains its unique properties. In
other words, the unique aspects of any given structure "crystallize"
out of the network of its general aspects when we look at this structure from
more and more different sides.


Previously there
have been three approaches to the semantic aspect of information. The first
approach was put forward by Yehoshua Bar Hillel and Rudolf Carnap within the
concept of artificial language.[8]
Following the original idea of Claude Shannon and Warren Weaver that the basic
nature of information is to reduce uncertainty, they used the degree of novelty
as a measure of the content of information. The second approach is to measure
the semantics of information by its pragmatic relevance. The pragmatic theory
of semantic information is commonly encountered in information science.[9]
Recently, a third approach to the semantics of information has been developed
on the basis of algorithmic information theory.[10]
This concept makes use of the plausible fact that meaningful information can
only be encoded in aperiodic patterns.


The algorithmic
approach to the semantics of information has far-reaching consequences for our
understanding of information-generating systems. For one thing, it can be
demonstrated by means of the theory of Turing machines that the complexity of
the information-carrying contents represents a threshold value that cannot be
crossed by any kind of information-generating process.[11]
This theory proves that no machine exists that can generate any information of
a complexity greater than that laid down in the machine's own informational
structures (impossibility of a perpetual-motion machine of the third kind).


This result also
may throw a new light on the problem of the origin and evolution of genetic
information. In particular, it raises the question of whether natural evolution
could break through the complexity barrier and thus violate the principle of
context-dependence. Does natural evolution have the properties of a perpetual
motion machine of the third kind? If we answer no, then we have to conclude
that the initial complexity of the world must have been very high from the
beginning to allow the evolution of complex living beings.[12]


The difficulties
encountered in reaching an unambiguous conclusion are due to the fact that the
idea of complexity itself is highly ambiguous. It usually refers to quite
different aspects of reality, such as structures, functions, and relationships.
In particular, algorithmic complexity is an instrument to describe the
complexity of genetic programs. However, it is an open question whether this
concept also can be applied to the phenotypic aspects of biological complexity.


Although the first
steps toward a theory of semantic information already have led to deep insights
into the origin and evolution of semantic information, we are still far from
having reached solid theoretical ground.


Philosophical Implications


The
information-theoretical approach to living matter also throws a new light on
some philosophical questions in biology. First, information theory defines life
differently from the usual physical ones:


 


Life = Matter + Information


 


At the first
glance, this definition looks a little strange. The concept of information is
normally used in human communication, and its application to matter seems to
indicate a categorical mistake. However, we should remember that the original
concept of information is linked — as the word suggests — to that of form.
Following Aristotelian thinking, matter and form are inseparable from each
other, so that the above definition is altogether in accordance with the
standards of the natural sciences. Moreover, if we replace the concept of
information with that of boundary conditions, then the information-theoretical
definition of life can be immediately translated into the well-established
language of physics. As outlined, the boundaries determine the shape, i.e., the
form (and information) of a system.


The above
definition agrees with the generally accepted view of modern biology that there
is no sharp borderline between the nonliving and the living. This in turn has
an important epistemological consequence: any theory of life has to introduce a
criterion that demarcates those states that are denoted as "living"
states from all other states. Normally this criterion is chosen according to
the degree of material complexity to be explained by the theory. In any case,
it is inevitable that through the demarcation criterion a normative element is
introduced into the theory.


We need to take
into account this normative aspect when attempting to assess the explanatory
capacity of a theory of the origin of life. This underlines once more our
earlier statement that any scientific understanding of the origin and evolution
of life depends on the perspective we adopt.


Another central
philosophical question is that of the relationship between chance and law in
the origin and evolution of life. Even among biologists, this question is a
matter of strong current controversy. Paradigmatic for the present discussion
are the extreme and opposite positions that have been taken by Jacques Monod[13]
and Christian de Duve.[14]
Monod over-emphasizes the role of chance in the evolution of life, whereas de
Duve accentuates the dominant role of natural law. According to Monod, life is
the singular result of a highly improbable win in a lottery of nature, whereas
de Duve argues that life occurs with deterministic regularity so that its
occurrence is inevitable.


Any scientific
explanation that uses the hypothesis of singular chance, as put forward by
Monod, comes into a basic conflict with scientific standards. Nevertheless,
Monod raised an important point. If we translate his basic argument into the
language of information science, he claimed essentially that there is no link
between the syntactic and the semantic aspects of information. According to
this view, the semantics stand in a contingent relationship to the syntax, and
the semantics are considered to be an irreducible epiphenomenon of the syntax.


Monod's argument
becomes clearer if we demonstrate it at the level of human language. Let us
consider a poem by Goethe. From a syntactic point of view, the pattern of
letters that constitute the poem seems to be random. In fact, the randomness is
expressed by the aperiodicity of the pattern, and this aperiodicity seems to be
a necessary condition for coding any meaningful information.


However, the
statement that the sequence of letters in a poem by Goethe is random refers
exclusively to the property of the pattern. It says nothing about the origin of
this pattern. In fact, from all possible sequence alternatives, this special
pattern, which represents Goethe's poem, was selected by Goethe to express the
information he wished to transmit. Thus, the sole origin of this pattern is in
the creativity of Goethe's mind.


In a similar way
the genetic program for a living being seems to resemble a grandiose poem of
nature. Monod strictly denied the existence of a designer, or of a divine plan,
or of a universal algorithm that could have generated the prototype of a
meaningful blueprint. Therefore, he found himself forced to make the assumption
that the existence of meaningful information, as encoded in living matter, is a
pure epiphenomenon of random biopolymers. Moreover, the random-ness of those
sequence patterns was interpreted by Monod as a proof of his assertion that
life is a pure product of chance.


In opposition to
the chance hypothesis stands the thesis of strong physical determinism.
According to this view, the known laws of nature are assumed to be necessary
and sufficient for the generation of life. Thus, life will necessarily occur
anywhere in the universe where physical conditions are similar to those on
Earth. However, in an unlimited universe we will find such conditions an
unlimited number of times.


In de Duve's view,
life turns out to be a cosmic imperative. But is this actually reasonable? Let
us suppose that the same physical conditions are given that once prevailed on
the prebiotic Earth. And let us suppose that living matter arises as a direct
consequence of natural laws. Would this mean that life as we know it today is a
reproducible event like other physical events? Our answer must be
"no." Above all, life is characterized by specific information
content that reflects the specific history of its evolution. Although the
evolution of this information is subject to the laws of physics and chemistry,
the detailed structure of the information reflects the influence of the
historical circumstances under which evolution took place.


The mere fact that
a dynamic system follows deterministic laws does not justify the claim that the
genesis of those systems is exactly reproduced somewhere else. Otherwise the
world would be full of steam engines. The view of strong determinism is
untenable because it deals with the physical aspect of the origin of life in a
dogmatic way. It leads to an overinterpretation of the concept of sufficiency
in physical laws by ignoring the influence of history on evolution. Seen from
the standpoint of cosmic imperative, the selective feature of our dynamical
world is completely lost.


Nevertheless, we
may ask how far the historical aspect itself could become the subject of
physical explanation. In answer, we must refer again to the concept of
boundaries. As demonstrated, the history of a system is reflected in the
structure of its boundaries. In traditional physics the boundaries play a
subordinate role, in that they are regarded as contingent constraints of the
system; in other words, the origin of the boundaries is not the subject of the
explanation.


With regard to
explanation of the phenomenon of life, the boundaries themselves move into the
center of physical explanations. According to modern theory of
self-organization, the boundaries develop step by step from unspecific initial
conditions. In the future we may derive from the concept of self-organization a
general theory of historicity that describes the main principles of the
generation and transformation of boundaries. However, the fine structure of any
historical pathway will be beyond a lawlike explanation, because the evolution
of life must include an unlimited number of bifurcation points that are
governed by chance.


Finally, it is a
characteristic of the concept of self-organization that any explanation of the boundaries
has to start from some other boundaries, which take on the role of initial
conditions. Thus, from a physical point of view, the question of the ultimate
origin of boundaries necessarily leads into an unending regression cycle. With
this epistemological problem, the question of the origin of life seems to be
open for metaphysical speculations in the same sense as the initial conditions
of the evolution of the universe give rise to manifold speculations about the
causal determination of its origin.
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